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ABSTRACT

In recent years, along with the devel opment of artificial intelligence technol ogies and related technical products, the
evolution of smart ship hasaccel erated. Smart ship hasbecome the main development direction of shipindustry in the
future. In thispaper, we proposed a CNN model to recognize shipsin bay and sea area. Data sets of Shipsin Satellite
Imagery data and Airbus data were employed for model training and testing and features are pixel dataof imagesand
used in the classification problem. We used labels either “ship” or “no-ship” as our dependant variable to train the
CNN model. Finally weget high accuracy of 98.125% for ship satel liteimagesrecognition. Through the performance
metrics, induding precision, recall and F1-score, we proved therdiahility of thisCNN mode. Moreover, our CNN model
isabletoidentify real bay and sea satelliteimagesaswell. Theresults make agreat contribution for the devel opment
of smart ship and carve out the possibilities for fully automated operation of ship and ports.

Keywords: Smart Ships, Satellite |mage Recognition, Vehicle Collision Warning System, Deep Learning, CNN.

INTRODUCTION

Smart Ship refers to the use of sensor system,
communicationand information sysem, the Internet and
other technical meansto autometicdly detect and obtain
information and dataon the ship, themarineenvironment,
logitics, ports, etc., and based oncomputer technology,
automatic control technology, big dataprocessing and
andysistechnology. Theintdligent operation of the ship
is carried out in aspects of navigation, management,
maintenance and cargo transportation, so that the ship
trangportationwill besafer, moreenvironmentally friendly,
more economical and morereliable. The functions of
Smart Shipmainly includeintdligent navigation, intelligent
hull, intelligent cabin, intelligent energy efficiency
management, intelligent cargo management and intelligent
integration platform. Inthelevel of technology, it has
many similaritieswith the more developed self-driving
technology. Smart shipisto useartificial intelligenceto
empower the ship to make decisions without human
control. Moreover, vehiclecollisonwarning systemis
thefocusof smart ship.

The coretechnology of self-driving vehicleisalso
vehide collisonwarning system. Self-driving vehicleisa
vehicle that is competent of sensing its surrounding
environment and moving safely without human operator.
Among many artificia intelligencetechnologies, image
recognitiontechnology has played adecisveroleinthe
development of smart vehicles. Researches on self-
driving have experienced a substantial enhancement due
to improvementsin deep learning methods. Inthe area
of computer vision, deep neural networks and
convolutional neural networks have emerged as a
powerful tool for image segmentation, detection and
clasgfication. I nspired by autonomousdriving, we can
know that the technical advances of smart ship also
depend onimage recognition.

In 2001, Paul Violaand Michael Jonesinvented a
simultaneous face detection algorithmto fulfill human
figureidentification according to their facid traits, which
marked the emergence of image recognitiontechnology.
Inthefollowing decades, the gpplicationsusing clustering
model, support vector machine (SVM) and random
forests had been appeared to processimage recognition.
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After that, the performance of convolutional neural
network increased theidentification accuracy for image
recognition. It has led to amajor leap in application
technologies of other fields on the basis of image

recognition.
LITERATUREREVIEW

With theeconomic development of thetrade ports, the
optimization of ship resource scheduling and the ship
collision avoidance have always been the popular
researchtopics. In 2009, genetic algorithm, simulating
the biological model, was used by Tsou et al. to
recommend aplan on economic view for the shortest
route of ship collison avoidance, with the usage of
Geographic Information System (GIS). Sung and Park
(2015) proposed a prediction analysis on ship
manoeuvring performance, which estimate the bare hull
manoeuvring coefficients by RANS based on virtual
captive model tests. In 2016, Park et al. discussed a
semi-anaytica approach for estimating the ship collison
probability on trajectory uncertainties, performed a
probability flow model for avariety of maritimetraffic
situations and demonstrated the practical feasibility of
the proposed model. To avoid ship collision, areliability-
based structural design framework was presentedinthe
study (Koh et al. 2017), in which the probabilistic
distribution of accidental loads can be predicted
according to the occurrence probabilities of different
gtuationsof shiploadsand agtructurd andyssispracticed
for thelimit fromsructurd resstance. Ramos, Utneand
Mosleh (2019) explored the human factor on collision
avoidance in the operations of maritime surface
autonomous ship, took analyssusing Hierarchical Task
Analysisand established model for task classification. A
majority of researches on multiple aspects of ship
trangportation are ill being applied incombination with
other technologies.

Compared to theevolution of themaritimetrangport,
autonomous driving has made more progresses with
artificial intelligence and deep learning technologies.
Y OLO model, whichisaComputer Vison modd, has
been conducted to detect the pedestrian beforethe actua
accident (Kohli and Chadha2019). Inthisresearch, even
though various image enhancement and processing
techniqueswere used, they found that neither of these
two methodscan improvethe detectionrate. Based on
an End-to-End agorithm proposed by NVIDIA, Chen

et d.(2019) desgned Auxiliary Task Network (ATN), a
novel network structure, to enhance the driving
performance withthe strength of minimal training data
and imagesemantic segmentation wasused for navigation
asanauxiliarytask. Farag (2019) performed aBehavior
Cloning CNN modd with seventeen-layer architecture,
trained by Adam’s optimization algorithm, to process
driving image data, even though this implemented
approach has some shortcomings, including that the
neura network isnot ableto build on previousstatesto
make the current decision because of itsnon-memory.
Furthermore, inspired by the researchesin thefield of
self-driving, smart ship has emerged and become a
research topic discussed increasingly by some experts
and scholars. In 2018, Li et al. designed an integrated
information platformfor Smart Ship, whichisonthe besis
of the cloud computation sub-system and supported by
the OPC UA datatransmission protocol and finally is
abletoredlize datainteraction and datavisuaization for
the shipbuilding and sailing. A maritime decison support
sysemwaspresentedinthestudy of Sarvari et d. (2019).
Thismaritimedecison support sysemwascomeup with
a three-module decision support system (DSS) for
ferryboat emergency evacuation planning under different
emergency conditions. The Smart Ship also conducted
related research on decision support. Xueet al. (2019)
solved fuzzinessand uncertainty problemswithanove
piloting decision recognition model, based onthefuzzy
Iterative Dichotomiser 3 (ID3), to realize an automatic
smart ship piloting systems, involving smulation of the
pilot’sbehavior. Inthisstudy, areliablemethod of mining
key factorsof piloting decisonsand the standardization
principle of piloting decision-making factors were
proposed aswell. To redizeautometic collisonavoidance
and navigation, Deep Reinforcement Learning (DRL)
was applied for the model training of complicated
navigationd Stuations, incorporating ship manoeuvrahility,
human experienceand navigationrulesetc.. A variety of
analytical models and technologies are continuing to
advance the application of Smart Ship.

As a robust algorithm technology of artificial
intelligence, Convolutional Neura Network (CNN) has
beenwidely gpplied in multipleareasfor many supervised
learning problems, most of which covered image
recognition, speech recognition, natural language
processing and other typesof cognitivelearning. In 2016,
Liuet d. demongrated through their experimentsthat
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CNN algorithm was able to successfully addressthe
food image recognition for Computer-Aider Dietary
Assessment system. The Convolutional Networkson
time seriesradio signal data also showed viable and
outstanding performance (O’ Shea et al. 2016).
Moreover, CNN dgorithm frameiseffectivein Natura
Language Processing. CNN was combined with
sentiment analysisto predict user satisfaction according
to Twitter data. CNN can extract information withits
convolutional layer and the high accuracy on tweets
sentiment dassfication hasshowed itsadvantage. In voice
recognition, CNN still hasremarkable strengths. Alu,
Zoltan & Stoica(2017) designed andimplemented CNN
model to obtain emotional-related response fromrobots
and the high accuracy of 71.33% has indicated its
applicability. Besides, CNN models has been
continuously betteringto fit face recognition. In\Wu et
a.’sstudy, aLight CNN framework was presented to
learnacompact embedding onthelarge-scaeface data
with massive noisy labels. It extracted one face
representation using about 121msonasngle core, which
proved thismodel’sgreat efficiency. Theresultsof the
experiment verified that the Light CNN framework has
prominent valuefor face recognition systems.

DATA SUMMARY

The demand for global tradeisdriving huge growthin
ship trafficintheworldwide oceans. Moreshipsincrease
the chancesof traffic infractions at sea, including ship
accidents, piracy, illega fishing in protected marine aress,
illegd cargo shipping and maritimedrug smuggling, which
has forced relevant organizations to carry out more
effective methodsof monitoring shipsinthe sea.
Inthisstudy, the datais obtained from two sources
onKaggle. Oneisthedataof Shipsin Satellite Imagery
collected over the San Francisco Bay and San Pedro
Bay areas of California. This data was offered by
commercid imagery providersthat captured imageusng
constellations of small satellites to help solve the
difficulties of detecting large ships' locationin satellite
images TheotheristheAirbusdataavaladefromAirbus
Ship Detection Challenge. The organizer Airbus Defence
and Space Company, agloba leading provider of optica
& radar satelliteimagery, offerscomprehensve maritime
monitoring services by implementing effective solutions
with technologies and capabilities. The goal of this
chalenge held by Airbusisto enhancethe accuracy and
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speed of automatic ship detection and to support the
maritimeindustry onthreatsanticipation, trigger alerts
and efficiency improvement at sea.

The difference between these two data sources of
satelliteimagery isthat thefirst datasource containsmore
bay ship images and the second more maritime ship
images. Ship in Satellite|magery Dataconssts of 4000
80%x80 RGB imageswith either “ship” or “no-ship” labd,
which has“ship” labeled 1000 images and “no-ship”
labeled 3000 images. The pixel value data for each
80x80 RGB isstored in row-mgjor order withalist of
19,200 integers. The dataset isdistributed asa JSON
formatted file, shown as Table 1. The specific data
attributes include pixel data, labels, locations and
scene_ids. AirbusDatacontainstotally 192,556 satellite
images, inwhich 65% of them are no ship imagesand
35% are ship images. An example of animagerecord
with the corresponding dataattributesinitscsv filedataset
issummarizedin Table 2.

Table 1 An example of an image record on Ship in Satellite
Imagery Dataset

Attribute Data

pixel data [62 7168 ... 64 63 74]

labels 0

locations [-122.34261421096728, 37.68377118462645]
scene ids 20170730_181044 103d

Table 2 An example of an image record on Airbus | magery Dataset
Attribute Data
Imageld 000155de5.jpg

EncodedPixels 264661 17 265429 33 266197 33 266965 33
267733 33 268501 33 269269 33 270037 33
270805 33 271573 33 272341 33 273109 33
273877 33 274645 33 275413 33 276181 33
276949 33 277716 34 278484 34 279252 33

Inour study, Ship in Satellite Imagery Datais used
astraining datato train our mode. The pixel datacan be
separated to threeparts thefirs 6400red channel vaues,
the second 6400 green channel valuesandthethird 6400
blue channel values. Scene_idisthe specific identifier of
the PlanetScopevisual scene extracted fromtheimage
chip. Thelongitude and latitude coordinate parameters
of theimage center point are thewholelocation data of
thedataset.

“Labd” inthisdataset isvalued O or 1, respectively
representing the“no-ship” classand “ship” class. The
3000 no-ship” classimagescover thosethat only contain
apart of aship, thosethat arediverse landcover features,
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involving weter, vegetion, bare earth, buildings, etc. Some
example “no-ship” classimagesare shownin Figure 1.

No- Shlp

Mo-Ship No-Ship

Figurel. Labeled No-Ship

Each ship of the 1000 “ship” classimagesisalmost
centered. Theimagesof thisclassare shown in Figure
2, inwhichwe can see different color for the ship.

Figure2. Labeled Ship

Ship

METHODOLOGY

We considered the problem of shipimagery classfication
as a binary problem. For each satellite image, we
classified whether it will show a ship or not ship by
performing satelliteimagerecognition. Thissatdliteimage
recognitionwasachieved by targeted modd training and
test set prediction. We randomly split Ship in Satellite
Imagery Datainto training (80% of data) and testing
(20% of data) sets. The targeted model was built on
training set and then used for prediction onthetesting
data set, the dependent variables. Besides, 6 satellite
images on the sea were chosen from Airbus data as
predictorsaswell, whichwereidentified by thetargeted
model we trained. The purpose of this practiceisto
evaluate how the model will performwith new data.
The essence of satelliteimage recognitionisimage
recognition onabinary problem. Inmany fields, CNN
model has achieved successful results. Inhealth area,
Liang et d. (2016) proposed animage analysis model
based on a convolutional neural network (CNN) to
automaticaly classify snglecellsinthin blood smearson
standard microscope slides as either infected or
uninfected. Inaviationarea, Zhang et d. (2016) presented
aCNN-based modd to locating theaircraft with higher
detection accuracy thanthe other methods, whichismore
efficient and accurate in large-scale VHR images.
Sladojevic et al. established plant disease recognition
model based onleaf image classification, by the use of
convolutiond neura networks Thisdeveloped modd is
ableto discern plant leavesfromtheir surroundings and
to identify if plant leavesare either healthy or unheglthy
fromdifferent typesof plant diseases. Indifferent fields,
the CNN model is indeed a powerful algorithmic
framework for image recognition on thebinary problem.
In our study, we recognized the satelliteimage as
either ship or no-ship, which is also typically image
recognition on binary problem. Therefore, we defined a
CNN model based on Ship in Satellite Imagery Data
and set pixel dataasour features. The output of this
model would bethe binary classfication of the dependant
variable, indicating whether ashipisdetected or not.
Convolutiond neurd network (CNN) isaclassof deegp
neurd networks most commonly utilized for thegpplication
of visua imagery andyss CNIN isgpplied to automeatically
and adaptively learn oatid hierarchies of featuresthrough
convolutionlayers, pooling layers, andfully conmnected layers
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In CNNSs, during thetraining processwe decidethe
weightsof the convolutiona layer being used for feature
extraction aswell asthe fully connected layer being for
classification. The advanced CNN network structures
lead to save memory and further to maintain a better
performancefor gpplicationsof computation complexity.

Compared to CNN, asimple neural network has
many limitations during model applications. The
subgtantive number of training datawas rictly required.
Inadequate parametersin feature extraction will lead to
poor performance. Additionaly, smple neura network
is the optimal framework because of its longer
convergencetimesand ignorance of key properties of
images. InaCNN framework, convolution layers play
theimportant role of feature extractor, which effectively
minimize computation to a great extent without any
essenceloss of the dataand guaranteethe accuracy of
image classification as well. The advantages and
characteristics of CNN model framework and its
remarkable achievement in image recognition have
proventhat the CNN model isthebest modd framework
for processing satellite image recognition.

We established a CNN model trained with the
training dataset split from Ship in Satdllitelmagery Data
Pixel data was extracted as feature and labels were
regarded astarget vaueinthismode. Eachimage pixel
data in the CNN model is constructed by using the
following agorithm:

* Input each 80x80imageinto convolution layer.

* Adjust parameters, implement filterswith grides,
and conduct padding depending on case.
Perform convolution on the image and apply
RelU activationto the matrix.

» Carry out pooling to fulfill dimensionality
reduction. Pooling layerswork together with
convolutionto extract features.

* Iterate as many convolutional layersuntil get
satisfaction.

» Hattenthe model output and feed into afully
connected layer (FC Layer) to classify those
features.

» Specify the training deviation between the
predictionsand truelabelsthrough losslayer. A
variety of lossfunctions can beused properly to
deal with different tasks. To forecast asingle
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class of two mutually exclusive classes (ship or
no-ship), Softmax lossisused inour model.

RESULT

Inthissectionwereport theexperimental resultsobtained
by the CNN model. The performance metricsthat were
used to evaluate the CNN model’s performance are
accuracy, precison, recall, and F1-score.

Wefirst calculate the prediction accuracy for the
test dataset usng theformulaasbelow:

Number of correct predictions

Accuracy =
y Total number of predictions

Our model get accuracy scorefor ship detectionis
98.125%.

In order to understand the prediction performance
of each class, we second analyze classification
parameters as Table 3. We can see class “0” has a
precison of 0.99, which meanswhenit predicts no-ship
imageis*no-ship”, it iscorrect 99%. Precison of 0.95
onclass’ 1" indicatesthat it is 95% accuracy whenidentify
shipimage as“ship”. Recdl of 0.99 on class“0” means
that it correctly identifies 99% of dl no-shipimeages while
0.96 onclass’ 1" representsthat 96% of all shipimages
aredetected accurately. F1-score0.99 onclass®0” and
0.96 onclass“1" both are high enough, which proves
both precison and recal of each classfier indicate good
results.

Table 3. Performance Results.

Precison Recall Fl-score  Support
0 0.99 0.99 0.99 628
1 0.95 0.96 0.96 172
Avg / total 0.98 0.98 0.98 800

We continually use our trained CNN model to
recognize areal satelliteimage on bay areaasFigure 3.
InFgure3, dthoughadl theshipsinthewater are pointed
out correctly, detection errors also appear. We can see
a coordinate position (1400, 1800) aditch wasidentified
as“ship”. At the coordinate position (600, 1200) , the
land areawasrecognized as“ship”, whichwasan obvious
identification error. Thecoordinate position (800, 500)
wasregarded as“ ship”’, whileit’sshorearea. Two ships
arelined up Sdeby ddeat coordinate postion (900,400),
however no identification mark was put. At coordinate
position (1000, 1400) it is a ship launching area for
shipbuilding and it were not supposed to be marked as
ship. Extrarecognition error isat coordinate position
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(2600, 100), wherethe shoreareawasfasely classified
as“ship”.

Figure 3. Satellite |mage Recognition on Bay area.

We further discussed if our targeted CNN model is
ableto discern the ships on the sea. We chose parts of
satelliteimagesfromAirbus Datato test the model as
Figure 4. (a) isacloudy calm sea, (b) iscam seawith
ship, and (c) isnight seawithwind and waves. All these
three imageswererecognized correctly, egpecidly for
(b) imagewith ship. (d) isseacrossed by theship, (€) is
the sea passed by ship, and (f) the seawith two ships
drivingindifferent directions Thesethreeimagesshowed
identification errors.

(a) (b) (e)
. -

Figure4. Satellite Image Recognition on the Sea.

In general, our trained CNN model had high
reliability of ship detection on both bay and seaareas.
For bay area, it can correctly identify dl the shipsinthe
water, even though some of the areas of shore, ditch
and ship launching were discerned as“ship”. Three of
the six satellite on the seawere correctly recognized,
that meansweget 50% accuracy onthe prediction of
Airbustesting data.

DISCUSSIONAND CONCLUSION

In this research, we established a CNN model on a
binary problemto recognize Ship in Satelliteimagesas
ether “ship” or “no-ship”. We obtained the resultswith
the high accuracy 98.125% and the trained model is
able to detect the ship on sea as well. However, the
experiment hassomeflaws.

In Ship in Satellite Imagery Data, partsof pixel data
werewrongly labeled. We can seein Figure 1 thefirst
pictureinthefirst row actualy isaship and the second
pictureinthe second row isaship aswell, even though
it exposed half of aship. These mistakesin data have
influenced the accuracy of the model training process,
which led to the model couldn’t detect the ship onthe
seafrom our test images as (d) in Figure 4. Besides,
compared these two sources of images, we canfind out
different scaleswere used inther satelliteimages. The
satelliteimage (€) in Figure 4 ismuch smaller than each
imagein Hgure 1 or Figure 2. A congructive solution for
these data mistakesisto re-label the pixel data more
carefully.

In the study, we have shown that our approach
ggnificantly improved ship satellite detection accuracy.
Theresearch hasmade asgnificant contributionto the
development of smart ships. Using clouding computing
and big data analysis, it can transmit reliable ship
positioning informationto the shore control center and
promote semi-automeatic navigation of theship. Infurther
research, port logistics information may be added to
achieve aseamless connection between ship and shore
information. Thiswill further facilitate fully automated
shipping and automated port loading and unloading and
logidtics.
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